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CLIENT ALERT

No Moratorium on State AI Laws in the Federal Budget Bill:
Implications for Healthcare and Life Sciences Industry

JULY 9, 2025

With the signing of the budget and tax bill—also known as the “One Big Beautiful Bill Act”—by President Trump on

July 4, 2025, the federal government has decided that it will not attempt to preempt various state efforts to regulate

the use of artificial intelligence (AI) technologies. While prior versions of the budget and tax bill (the Budget Bill)

contained a purported moratorium on enforcement of existing state laws or regulations on various AI technologies

or the future promulgation of new state AI laws, the final version did not contain that provision. This development is

particularly relevant for healthcare and life sciences entities that employ AI technologies in product development or

in the delivery of clinical care in states that have enacted regulations on AI use.

When the House of Representatives passed its version of the Budget Bill on May 22, 2025, it included an “Artificial

Intelligence and Information Technology Modernization Initiative,” which stated that “no state … may enforce any law

or regulation regulating artificial intelligence models, artificial intelligence systems, or automated decision systems

during the 10-year period” from the enactment of the Budget Bill.  When the Budget Bill was first debated in the

Senate, the Senate version of the Budget Bill amended the House prohibition on AI regulation as a condition for

federal funding from the Broadband Equity, Access, and Deployment Program (BEAD), which is deployed to assist in

the expansion of high-speed Internet access and use.  Further wrangling within the Senate and with the Senate

parliamentarian had left the details of the proposal in question, according to media reports.  The Senate eventually

voted 99-1 to drop the proposed moratorium entirely from the Budget Bill.

CURRENT STATE REGULATION OF AI TECHNOLOGIES IN THE HEALTHCARE INDUSTRY

The proposed moratorium, if passed, would have had a considerable impact on the current and future regulation

and enforcement of AI, including AI in the healthcare sector. Several states have recently implemented laws and

regulations that affect the use of AI by healthcare providers and entities. For example, California enacted a law in

2024 that restricts the use of healthcare-related AI, algorithms, and similar software tools, such as a requirement that

insurers ensure that medical treatment decisions are made by healthcare providers rather than based solely on AI

or algorithms.  Utah also enacted a law that set disclosure requirements on entities that use AI in their interactions

with customers.  In Colorado, certain “high-risk” AI developers—including developers of healthcare-related AI—will

be required to use “reasonable care” to protect consumers from “any known or reasonably foreseeable risks of

algorithmic discrimination” beginning in 2026, and insurers specifically already need to comply with state regulations

regarding the use of consumer data, algorithms, and predictive models.  Most recently on June 22, 2025, Texas
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enacted its AI law, which prohibits the development or use of AI with the intent to discriminate against a protected

class and requires that a healthcare provider disclose use of AI to consumers.

With Congress abandoning, for now, its effort to preempt the evolution of the regulatory environment for AI

technologies, healthcare and life sciences industry stakeholders should ensure that their products, services, and

operational protocols comply with the ever-growing patchwork of state laws and monitor any new regulations or

guidance from states. Risk mitigation efforts should include the maintenance of a strong internal audit and

technology governance system that guards against potentially unlawful discrimination or other unintended harms to

the public including, where mandated, appropriate consumer disclosure communications.

If you have any questions regarding this or related subjects or if you need assistance, please contact the authors of

this article or your Winston & Strawn relationship attorney. You can also visit our White Collar & Government

Investigations Practice webpage and our Health Care Practice webpage for more information on this and related

subjects.
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